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Abstract We demonstrate a prototype that integrates automated eye gaze track-
ing into an already existing multimodal conversational platform for remote patient
assessment and monitoring (NEMSI; short for “NEurological and Mental health
Screening Instrument”). The platform engages patients in an interactive dialog ses-
sion and guides patients through several spoken, orofacial, cognitive, and gaze tasks
inspired by clinical protocols. Novel additions to the dialog protocol include a se-
lection of exercises that have been widely used in oculomotor pathology research
as well as clinical practice, including: smooth pursuit, saccade, free image explo-
ration, directed image exploration, and the congruent and incongruent Stroop tests.
Furthermore, the prototype automatically computes eye-gaze metrics in addition to
speech, facial, linguistic, and motoric metrics relevant to the assessment of their
overall neurological and mental health. Finally, we report on internal testing to val-
idate the accuracy of real-time eye gaze software and metrics shown to be of use in
clinical research.

1 Introduction

Eye tracking is the process of measuring either the point of gaze (where one is look-
ing) or the motion of an eye relative to the head (1). Scientific exploration of eye
gaze has been investigated since as far back as the 19th century (2). Today, there
are several eye gaze tracking software products that gather data in completely non-
invasive ways without any equipment needed other than a computer or smart phone1.
This relatively recent technology has the potential for remote monitoring of patient
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biomarkers to evaluate the effectiveness of treatment of neurological and cogni-
tive impairments. Indeed, abnormalities in eye gaze metrics have been clinically
validated for many diseases, such as multiple sclerosis, AIDS dementia complex,
antisocial personality disorder, autism spectrum disorder, schizophrenia, psychosis,
dyslexia, eating disorders, social anxiety disorders, attention deficit hyperactivity
disorder, fetal alcohol spectrum disorder, Parkinson’s disease, and bipolar disorder
(3; 4; 5). Therefore, there is a well-established relationship between eye gaze data
and cognitive and neurological functioning. Several tasks (and associated metrics)
derived from in-clinic eye gaze assessment protocols can capture this relationship
and its breakdown. For instance, a saccade is the rapid movement the eyes do simul-
taneously to change the line of sight. Smooth pursuit eye movements are the volun-
tarily tracking performed when stabilising gaze on a moving visual target. Fixations
are the stationary states of the eyes during which eye gaze is held upon a specific
location in the visual scene. Fixations can be furthermore incorporated into saliency
metrics based on models of human attention to certain locations in a video or pic-
ture. Finally, the entire path of a gaze sequence, or scan path, for a particular task
can be considered as either a shape in and of itself or as input into machine learn-
ing algorithms. Such metrics derived from eye gaze movements have been shown to
correlate with several cognitive and neurological disorders, both degenerative and
developmental. In the following sections, we demonstrate how we have incorpo-
rated non-invasive eye gaze tracking software into a cloud-based multimodal dialog
system for remote patient assessment and monitoring.

2 Interaction Flow

2.1 NEMSI

NEMSI (NEurological and Mental health Screening Instrument) is a multimodal
conversational platform for remote patient diagnosis and monitoring, which extracts
a variety of biomarkers after engaging patients in an interactive dialog session (6).
The obtained biomarkers have been shown to be useful for a number of neurolog-
ical conditions and can be visualized in a user-friendly dashboard for further anal-
ysis (7; 8; 9; 10; 11; 12; 13). The conversational assessment protocol can include
a customizable subset of following tasks, depending on the nature of the disease in
question: an oral motor exam, sustained phonation exercises, diadochokinesis exer-
cises (rapidly repeated syllables), read speech, including isolated words, sentences
and read passages, spontaneous speech prompts, spirometric exercises such as ex-
halation and coughing, picture description, emotional state elicitation, and other
cognitive tasks such as recalling previous words or numbers.
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2.2 Eye Gaze Tracking

We use Webgazer.js2 (14) as our eye gaze tracker in NEMSI, which is licensed
under GPLv3. WebGazer.js has two key components: a pupil detector that can be
combined with any eye detection library and a gaze estimator using regression anal-
ysis informed by user interactions. The eye detection library we use is MediaPipe
Face Mesh3 (15). Webgazer.js was originally designed for use in evaluating user
interaction with websites and, as such, by default uses feedback from user mouse
movements for continuous gaze calibration. Because many of our users suffer from
diseases that may affect motor control and impair their use of a mouse, we have
turned off this Webgazer.js feature and instead start with just one mouse-related
calibration task, described below.

The NEMSI virtual agent can engage the user in the following tasks:

• A calibration task in which the user is asked to click 9 circles five times each
while looking directly at the circle they are clicking. The circles are arranged at
the border of their browser screen and the results inform the eye gaze tracker to
better estimate user gaze position for the remainder of the session (Figure 1.)

• Extreme vertical and horizontal eye gaze tasks in which the user is asked to
gaze as far to the left, right, up, and down as they can, both slowly and rapidly.

• Smooth pursuit tasks in which the user is asked to follow a moving circle with
their eyes while it moves in either a line or a circle.

• A saccade task in which users are asks to direct their gaze to dots that appear
briefly on the screen in random locations.

• Modified congruent Stroop Color and Word tests (SCWT) (16) in which the user
is presented with a matrix of color words (e.g. “green”,“purple”, etc.) whose ink
color matches their semantic meanings and is asked to either read the words in
order or to find a specific word, as directed by the automated agent (Figure 2).

• Modified incongruent SCWTs identical to the ones above, but in which the ink
color of the words do not match their semantic meanings (e.g. the word “brown”
with an ink color of pink). See Figure 3.

• Picture exploration and description tasks in which users are shown pictures and
asked to explore them visually and to describe what they see, or are instructed
to find specific items within the pictures. See Figure 4.

3 Analytics and Verification

This section presents proof-of-concept results for showing the reliability of the data
collected from the eyetracking tests. The first thing to verify was that our observed
error rate matched that reported by WebGazer.js developers. We designed a “shrink-
ing dot task” in which internal testers were asked to use their eye gaze to follow

2 https://webgazer.cs.brown.edu/
3 https://google.github.io/mediapipe/solutions/face_mesh
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Fig. 1: Calibration Fig. 2: Congruent SCWT

Fig. 3: Incongruent SCWT Fig. 4: Picture Exploration

a smoothly moving dot as it moved and bounced off the edges of their computer
screens. Over time, the size of the dot grew progressively smaller. The movement
of the dot around the screen allowed us to evaluate the model’s accuracy at different
coordinates on screen, while the shrinking size helped us compute the accuracy and
precision of the eye tracking software. We found the mean accuracy for the task fell
below 50% once the dot was smaller than 180 pixels (px), on average. This result
falls within the mean error reported in (14) of 210.6px (SD=86.3px). This error of
180px has informed our task user interface design in that set fixation targets at least
200px apart from one another.

We also analyzed eye tracking data of 13 healthy controls who completed all
aforementioned tasks. Users had screen sizes of varying dimensions, as expected.
For this reason, all eye gaze coordinates were normalized to the range [0,1] based on
their respective screen dimensions. Average screen size of users was 858x1610px.
Figures 5 and 6 show two examples of the x coordinate eye gaze data obtained
from a single user in the smooth pursuit and saccade tasks, respectively. From vi-
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Fig. 5: Smooth Pursuit Task Example
(X coordinates)

Fig. 6: Saccade Task Example
(X coordinates)

Table 1: Eye Gaze Prediction Errors

Error X (%) Error Y (%)Task Mean SD Mean SD
Smooth Pursuit Line 8.8 3.7 23.4 6.6
Smooth Pursuit Circle 11.2 4.9 21.2 8.5
Saccade 7.5 5.3 19.6 4.1
Congruent SWCT 13.7 10.8 23.6 10.6
Incongruent SWCT 14.2 12.6 21.1 8.3
Image Saccade 14.8 12.8 20.7 11.8

sual observation, the accuracy is promising. Note that many metrics can be success-
fully computed from less-than-perfect fixation accuracy because many are statistical
functionals, derived from overall gaze span shape or movement velocities. For ex-
ample, in Figure 6, though the fixations points are sometimes off, clear saccades can
be seen from one fixation point to the next, including the time taken to respond to
a new target. In addition to visual inspection, we also computed fixation error over
all tasks and subjects. Table 1 lists average x and y displacement error per task, as
percent of screen size. Given average screen size, and considering 180 pixel average
error, expected displacement error for healthy controls should be x ≤ 11.2% screen
width and y ≤ 21.0% screen height. Most are within this expected range and for
those that are not, future investigation is warranted. All in all, these data and analy-
ses on healthy controls provides us with a successful proof-of-concept towards our
next step: investigating the feasibility and utility of deploying this technology to
analyze data from patients with cognitive and neurological disorders.

4 Conclusion

We have demonstrated how to incorporate the eye gaze modality into NEMSI, a mul-
timodal conversational platform for remote patient diagnosis and monitoring, which
extracts speech, facial, cognitive, respiratory and now eye-gaze-based biomarkers
while engaging patients in an interactive dialog session. Further information about
NEMSI can found at www.modality.ai.

www.modality.ai
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