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We present a scalable multimodal dialog platform for the remote digital assessment and monitoring of schizophrenia. Patients diagnosed
with schizophrenia and healthy controls interacted with Tina, a virtual conversational agent, as she guided them through a brief
set of structured tasks, while their speech and facial video was streamed in real-time to a back-end analytics module. Patients were
concurrently assessed by trained raters on validated clinical scales. We find that multiple speech and facial biomarkers extracted from
these data streams show significant differences (as measured by effect sizes) between patients and controls, and furthermore, machine
learning models built on such features can classify patients and controls with high sensitivity and specificity. We further investigate,
using correlation analysis between the extracted metrics and standardized clinical scales for the assessment of schizophrenia symptoms,

how such speech and facial biomarkers can provide further insight into schizophrenia symptomatology.
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1 INTRODUCTION

Schizophrenia is a chronic mental disorder with heterogeneous presentations that affects around 60 million (1%) of the
world’s adult population. Per the American Psychiatric Association (APA), when schizophrenia is active, symptoms can
include delusions, hallucinations, disorganized speech, trouble with thinking and lack of motivation!. These symptoms
are broadly categorized as either positive, which are pathological functions not present in healthy individuals (e.g.,
hallucinations and delusions), negative, which involve the loss of functions or abilities (e.g., apathy, lack of pleasure,
blunted affect and poor thinking); or cognitive/disorganized (deficits in attention, memory and executive functioning,
confused and disordered thinking and speech, trouble with logical thinking and sometimes bizarre behavior or abnormal
movements) [3]. Crucially, the causes of schizophrenia are complex and are not fully understood, per the National
Institute of Mental Health (NIMH), so current treatments typically focus on managing symptoms and solving problems
related to day to day functioning?. The development of novel biomarkers for assessment and monitoring of schizophrenia,
particularly if available remotely and in a scalable manner, can greatly help treatment. Indeed, demonstrating utility
and validity of remote and automated assessments conducted outside of controlled experimental or clinical settings can
facilitate scaling such measurement tools to aid in risk assessment and tracking of treatment response [1].

Previous work has shown that speech acoustic, language and facial movements can serve as useful biomarkers of
schizophrenia [25]. Indeed, multiple research papers have put forth acoustic and temporal analysis of speech as a potential
tool for the objective analysis in schizophrenia [7, 9, 16, 23, 27, 30, 32], see also [17] for a systematic review. Several
papers have demonstrated the utility of linguistic features — for example, sociolinguistic features, discourse coherence,
syntactic complexity, poverty of content, referential coherence, and metaphorical language — as being characteristic
of schizophrenia [8, 21]. Yet others have confirmed the utility of facial expressions and movement biomarkers for
this purpose [1, 18, 22]. In this paper, we demonstrate that such speech, facial movement, and text features can be
extracted from conversational interviews conducted with a scalable multimodal dialog platform, using participants’
available end devices. We show that these features (a) are reliable and robust across sessions, (b) show statistically
significant differences between patients and controls, and (c) can be used to classify patients with schizophrenia from
healthy controls with high sensitivity and specificity. We further provide insights one can gain into schizophrenia

symptomatology using correlation analyses between the aforementioned features and validated clinical scales.

2 SYSTEM & DATA

We use NEMSI (Neurological and Mental health Screening Instrument [31]), a cloud-based multimodal dialog system,
to conduct automated structured interactions with study participants, who can start a conversation with a virtual agent,
Tina, through a personalised web URL. At the beginning of the call, tests of the speaker, microphone, and camera need to
be passed to ensure that the participants’ devices are correctly configured so that the collected data has sufficient quality.
Once all device tests pass, Tina guides participants through an interactive interview comprising several structured
exercises that are in turn designed to elicit specific speech, facial, or motor behaviours [20, 26].

We assessed 24 patients (mean age 41, range 25 - 58) with a diagnosis of schizophrenia at a state psychiatric facility
in New York, NY. We administered several clinical instruments for schizophrenia, including the standard positive and
negative syndrome scale (PANSS) [14], the more recent brief negative symptom scale (BNSS) [15], Calgary depression
scale for schizophrenia (CDSS) [2] and the clinical global impression severity scale (CGI-S) [13]. We also administered
the Simpson Angus Scale (SAS) [29], Abnormal Involuntary Movement Scale (AIMS) [13], and Barnes Akathisia Rating

!https://www.psychiatry.org/patients-families/schizophrenia/what-is-schizophrenia
https://www.nimh.nih.gov/health/topics/schizophrenia
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Scale (BARS) [4] to assess and monitor abnormal involuntary movement. To assess reliability, the second visit occurred
within one week and was done by the same clinician. We also collected data from 20 healthy controls (mean age 42, range
23 - 56). We obtained written informed consent from all participants at the time of screening after explaining details of
the study. Both patients and controls had their assessment overseen by a psychiatrist. The study was approved by the
Nathan S. Kline Institute for Psychiatric Research. The conversational flow elicited speech samples of the following
types from participants: (a) sustained vowel phonation, (b) alternating motion rate diadochokinesis (DDK), (c) read
speech, (d) a picture description task, and (e) spontaneous speech. For read speech, participants were asked to read
speech intelligibility test (SIT) sentences and a reading passage (Bamboo Passage). For (e), participants were asked to
speak about any topic of their choice with a few topic suggestions listed on the screen. Even though these tasks do
not require a true dialog, having a virtual agent to elicit participants’ behavior allows for scalability while providing a
natural but objective interview environment and immersive user experience. In addition, the use of a dialog setting

aims to increase user engagement in the tasks.

Table 1. Overview of speech, text and facial metrics. Please note that facial metrics are only roughly and exemplary described here.
They are explained in Table 2 and Table 3 in more detail.

Domain ‘ Metrics

Energy | shimmer (%), intensity (dB)
Timing | speaking and articulation duration (sec.), speaking and articulation rate (WPM),
percent pause time (PPT, %)
Specific to DDK | cycle-to-cycle temporal variability (cTV, sec.), syllable rate (syl./sec.), number of syllables
Voice quality | cepstral peak prominence (CPP, dB), harmonics-to-noise ratio (HNR, dB)
Frequency | mean fundamental frequency (F0, Hz), first three formants (Hz),
slope of 2nd formant (Hz/sec.), jitter (%)

Text

word count, percentage content words

Lower face | facial dynamics of jaw, lip and mouth (such as velocity of mouth opening/ closing)
Middle face | facial dynamics of nose and cheek (such as acceleration of cheek raising)
Upper face | facial dynamics of eye and eyebrow (such as local maxima of eyebrow height)

3 METHODS
3.1 Speech and text metrics

We extracted speech metrics using Praat [5] — see Table 1 for a complete list. These include timing measures such as
percent pause time (PPT), articulation duration and speaking duration including pauses; frequency domain measures
such as fundamental frequency (F0), jitter and formant frequencies (F1, F2, F3); energy-related measures like articulation
intensity and shimmer; voice quality measures such as Harmonics-to-Noise Ratio (HNR) and Cepstral Peak Prominence
(CPP). Speaking and articulation rates were computed by dividing the expected number of words for read sentences by
the total time in seconds. We further computed simple text-based lexico-semantic features based on automatic speech
recognizer (ASR) transcriptions of spontaneous speech utterances obtained using AWS Transcribe®. These features
included simple word count and the percentage of content words, along with other lexico-semantic features such as

noun rate, verb rate, and idea density, as described in [6]4.

3https://aws.amazon.com/transcribe/
“4Note that the lexico-semantic features did not show significant signal in this study, possibly due to short duration of spontaneous speech samples.
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3.2 Facial metrics

We evaluate a set of facial metrics based on landmarks generated in real-time using the mediapipe FaceMesh algorithm®,
allowing to obtain a fine-grained face mesh consisting of 468 3D facial landmarks. The obtained mesh is normalized in
two steps. First, the landmarks are transformed to a common coordinate system by subtracting the center of mass of
the face mesh of each of them. Second, the scale of the facial mesh is normalized by dividing each landmark by the
intercanthal distance, which is the distance between the inner corners of the eyes. Out of these 468 normalized facial
landmarks, two subsets of key landmarks are chosen for the calculation of dynamic features based on a) distances
and b) angles. These dynamic features comprise motion measurements of different facial parts and are related to the
facial action units coding system defined by Ekman [10]. While the features based on distances represent general facial
movements, the ones based on angles are thought to be representative of emotional expressions [28]. The dynamics
of these measures are calculated by capturing the frame-by-frame differences in the determined angular or distance

values. The selected features that capture the movement dynamics are displayed in Table 2.

Table 2. Dynamic feature set extracted for both distance and angle-based facial actions. Adapted from Gomez et al. [12].

Fi—5 | velocity: average absolute, standard deviation; ratios: RMS/ maximum abs., average abs./ max. (abs.)
Fe—g | acceleration: average absolute, standard deviation; ratio: RMS/ maximum
Fo_13 | jerk: average (absolute), maximum (absolute), RMS
F14 | ratio: maximum/ minimum angle or distance measures (respectively)
Fi5 | ratio: sum of positive velocities/ sum of negative velocities
F16 | number of local maxima (i.e. number of distance/ angle peaks)

3.2.1 Distance-based metrics. Eight distances representing different facial actions are chosen, as shown in Table 3. The
selection of landmarks to compute the distances is based on [12]. Distances are calculated for each normalized face
mesh. The obtained distance values are assessed frame-by-frame by taking the average of a set of pairwise distances
between the selected landmarks (for more detail and visualization, see Table 2 and Figure 3 in [12]). Combining the

distance-based facial actions with the dynamic feature set results in 128 (8x16) distance-based metrics.

3.2.2  Geometric-based metrics. We calculate the geometric features defined for emotion detection on images by Siam
et al. [28]. To fully capture the information contained in the video data, we enrich their features with the above-defined
motion cues. The geometric features are based on 27 landmarks chosen as key vertices of the emotion face mesh.
Locations are selected based on the probability that a landmark is affected by a specific emotion-related action unit. Key
vertices are combined to 38 edges. Facial motions are captured by the dynamics of angles between edges. In sum, 10
geometric facial actions are evaluated in terms of the dynamics shown in Table 2 which results in 160 (10x16) metrics

for the dynamic, geometry-based features.

4 ANALYSES & OBSERVATIONS

Metrics should be robust and as independent of daily performance as possible. We consider a high correlation between
sessions within a study participant as an important indication of reliability. Please note that it is a requirement here that
sessions are conducted at close time intervals, as symptoms may change over time. In contrast to rather subjective and

time-consuming assessments like BNSS or PANSS, our approach allows for an objective and time-efficient evaluation of

Shttps://google.github.io/mediapipe/
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Table 3. Facial parts taken into account for geometric- and distance-based features.

Part of face ‘ Distance-based [12] ‘ Geometric/ angles between key vertices of... [28]

Upper face | Opening of the left eye ...outer/ middle/ inner eyebrow (right)
Opening of the right eye | ...upper eyelid/ lower eyelid/ outer eye (right)
Right eyebrow height ...nose end/ nose bridge/ inner eyebrow (right)
Left eyebrow height
Middle face ...nose end (right)/ nose tip/ nose end (left)

...upper jaw (right)/ nose tip/ upper jaw (left)

...mouth end/ cheek/ nose end (left)

...mouth end/ upper jaw/ nose end (left)

...mouth end (right)/ nose tip/ mouth end (left)

Lower face | Mouth width ...upper lip (middle)/ mouth end (right)/ lower lip (middle)

Mouth opening ...upper lip (middle)/ mouth end (right)/ upper lip (middle)/ mouth end (left)
Lip stretch
Jaw opening

a person’s behavior. While the inter-rater agreement for the BNSS scores is very high (0.94), it is considerably lower for
the PANSS scores (0.73). We are able to achieve higher test-retest-reliability (measured as Spearman correlation within
participants between sessions) for a significant subset of the tested metrics relative to the inter-rater agreement of the
PANSS scores. Test-retest-reliabilities are shown in brackets behind the evaluated metrics in Figure 1.

Next, to test the hypothesis that the medians of our extracted features differed significantly between schizophrenia
patients and healthy controls at the & = 0.05 level, we conducted non-parametric Kruskal-Wallis tests [19]. Figure 1
shows the effect sizes of metrics found to be significant. We find that patients show reduced speaking rates (and
therefore greater durations) and different voice quality (higher HNR and CPP), as compared to healthy controls. In
terms of facial dynamics, patients show lower average velocity, acceleration and jerk for various action units across all
facial parts and also less variety of these measurements shown by lower standard deviations. In addition, we observe a
higher number of local maxima in patients’ movements for both distance- and geometric-based metrics, meaning that
patients demonstrate flatter and less intense facial movements. We observe that features obtained from the picture
description task, the reading passage, and spontaneous speech predominantly show good signal. All linguistic features
had a test-retest reliability below 0.6 and were thus not included in the analysis. A potential reason for this might be
errors in the ASR output that affect the quality of the features.

To further test the efficacy and generalizability of speech and facial features in distinguishing patients and controls,
we ran 5-fold classification experiments using a random forest classifier. For this experiment, features were mean-
aggregated across user turns to reduce the number of features and smoothen out some variability — we found that this
yields better and more stable results. We ran each classification experiment ten times with different random seeds to be
able to report variations in the results. Our results show that each modality performs well by itself. Speech metrics
(mean AUC: 0.84 + 0.02) perform better than facial metrics (mean AUC: 0.75 + 0.04) in classifying patients versus
controls. The performance was also evaluated by taking all metrics independent of statistical significance (mean AUC:
0.76 + 0.02) into account compared to choosing only those metrics that showed a significant effect in the effect size plot
(mean AUC: 0.84 +0.02). To further ensure validity and robustness, we run classification with only those metrics (speech
+ facial) that demonstrated a moderate to high (> 0.6) test-retest-reliability across sessions in addition to statistically
significance. We achieve best results (mean AUC: 0.86 + 0.02) with these specifications. Classification results for the
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Picture description - mean F0 (0.66) —

SIT - HNR (0.79) ——

Reading passage - HNR (0.76) ——

DDK-AMR - HNR (0.71) ——

Reading passage - CPP (0.69) ——
SIT - CPP (0.80) ——
Spontaneous speech - HNR (0.63) ——
DDK-AMR - angle_nose_tip_upper_jaw_velocity_meanabs_maxabs (0.62) —e—
Reading passage - angle_right_eyebrow_local_maxima (0.64) ——
Reading passage - distance_right_eyebrow_height_local_maxima (0.68) ——
Reading passage - distance_left_eyebrow_height_local_maxima (0.73) ——
Reading passage - distance_opening_left_eye_local_maxima (0.67) ——
SIT - distance_opening_jaw_velocityGO_velocityS0_ratio (0.67) ——
Reading passage - angle_mouth_cheek_nose_left_local_maxima (0.68) i—o—
Reading passage - distance_opening_mouth_local_maxima (0.71) e

Reading passage - angle_mouth_upper_jaw_nose_left_local_maxima (0.65) i
Reading passage - distance_lip_stretch_local_maxima (0.78) 4

Reading passage - distance_mouth_width_local_maxima (0.69) :

Reading passage - articulation intensity (0.63)

Reading passage - distance_opening_jaw_local_maxima (0.72)

Reading passage - speaking duration (0.62)

Reading passage - intensity (0.60)

Spontaneous speech - distance_right_eyebrow_height_velocity_std (0.66)
Spontaneous speech - distance_opening_mouth_jerk_max (0.71)
Spontaneous speech - distance_opening_mouth_jerk_maxabs (0.69)
Spontaneous speech - distance_opening_right_eye_acceleration_meanabs (0.61)
Phonation_aaaaa_WithTimer_distance_right_eyebrow_height_jerk_maxabs (0.64)
Spontaneous speech - distance_opening_right_eye_velocity_meanabs (0.64)
Spontaneous speech - distance_opening_right_eye_jerk_sqrtmean (0.64)
Reading passage - distance_opening_left_eye_jerk_meanabs (0.65)

Reading passage - distance_right_eyebrow_height_velocity_meanabs (0.80)
Spontaneous speech - distance_opening_right_eye_acceleration_std (0.67)
Spontaneous speech - distance_opening_right_eye_velocity_std (0.69)
Reading passage - distance_opening_left_eye_acceleration_meanabs (0.64)
Reading passage - distance_opening_mouth_jerk_sqrtmean (0.62)

SIT - speaking rate (0.61)

Reading passage - distance_opening_mouth_acceleration_std (0.61)
Reading passage - articulation rate (0.87)

Reading passage - distance_opening_left_eye_velocity_meanabs (0.63)
Reading passage - distance_right_eyebrow_height_jerk_sqrtmean (0.73)
Reading passage - distance_right_eyebrow_height_velocity_std (0.72)
Reading passage - distance_right_eyebrow_height_acceleration_std (0.73)
Spontaneous speech - distance_opening_mouth_velocity_std (0.63)
Spontaneous speech - distance_opening_left_eye_jerk_sqrtmean (0.61)
Picture description - angle_eye_opening_right_edge_max_min_dist_diff (0.84)
Spontaneous speech - distance_opening_left_eye_acceleration_std (0.63)
Spontaneous speech - distance_opening_left_eye_velocity_std (0.64)
Picture description - distance_opening_left_eye_velocity_meanabs (0.66)
Picture description - distance_opening_left_eye_jerk_sqrtmean (0.62)
Picture description - distance_opening_left_eye_acceleration_std (0.68)
Picture description - distance_opening_left_eye_velocity_std (0.77)

Reading passage - speaking rate (0.89)

Picture description - distance_opening_mouth_max_min_dist_diff (0.87)
Picture description - angle_mouth_opening_upper_lip_velocityGO_velocityS0_ratio (0.61)
Picture description - distance_opening_left_eye_max_min_dist_diff (0.81)
Picture description - angle_eye_opening_right_edge_jerk_maxabs (0.70)
Picture description - angle_eye_opening_right_edge_jerk_max (0.67)

Reading passage - distance_opening_right_eye_local_maxima (0.65) —e—

Metrics

HHH b4 it

-2-10 1
Effect size (Glass' A)

Fig. 1. Effect sizes of speech and facial metrics with a moderate to high test-retest-reliability (> 0.6) that show statistically significant
differences between controls and patients at a = 0.05. Error bars show the 95% confidence interval. Positive values indicate features
where patients had higher values than controls.

best run are shown in Figure 2. The comparison shows that a combination of all modalities and taking only statistically
significant metrics with high test-retest-reliability improves the performance further compared to evaluating each
modality alone. To dig deeper into the extent to which speech and facial metrics capture characteristics of schizophrenia
symptomatology, we evaluate if and how our features correlate with patients’ negative symptoms. For the analysis, we
chose only metrics that show a moderate to high test-retest-reliability (> 0.6) and evaluated their correlation with a
subset of the BNSS scores representing lack of normal distress, anhedonia (inability to feel pleasure), asociality (lack
of motivation or ability in social interaction), avolition (loss of ability to do or experience things), blunted affect, and
alogia (poverty of speech). For facial metrics, we find high (> 0.8) negative correlations between a large number of
negative symptoms and facial actions capturing motion of the angles involving the nose for the picture description task
(e.g. —0.92 between avolition and the standard deviation of acceleration for the angle between the nose tip and the lips).

Correlations are weaker between BNSS scores and tasks such as DDK. This might be due to the nature of standardized
6
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Fig. 2. ROC curve of combined statistically significant speech and facial metrics with moderate to high test-retest-reliability in
classifying patients vs. controls.

tasks versus those that allow for spontaneous facial expressions and therefore may better reveal motivational and
emotional behavior. Regarding speech metrics, we find, among others, moderate correlations of blunted affect in vocal

expression (—0.5), lack of normal distress (—0.5) and total scores (—0.54) with speaking rate in the reading task.

5 DISCUSSION

Our results show that multiple speech and facial biomarkers extracted during the course of a multimodal dialog
interaction can capture significant speech and oromotor differences between schizophrenia patients and healthy
controls with high sensitivity and specificity. While each modality alone is able to achieve decent results in classifying
patients and controls, combining the statistically significant metrics across modalities further enhances performance and
showecases the benefits of our multimodal approach. For both speech and facial modalities, our findings are supported
by clinical studies [11, 24]. Pueschel et al. found that speech behavior and sound characteristics of patients and controls
differed significantly as patients tended to make longer pauses, speak more monotonously in a low voice, and shift their
vocal pitch toward higher frequencies. It was also found that speech disorders persisted at hospital release, even though
“acute psychopathology had significantly improved”, which supports the utility of scalable health assessments at home.
The clinical FACS-based assessments of [11] show, in line with our findings, reduced facial expressivity in terms of
both quantitative and qualitative aspects in patients. It is also worth noting that while the standard clinician rating
scales for schizophrenia take around 1.5 hours to administer (both PANSS and BNSS), the interaction with Tina is much
shorter, ~10 minutes, which is a significant advantage for scalability and adoptability. In addition, the evaluation of the
metrics’ test-retest-reliability shows that our multimodal system is able to deliver objective and robust metrics, which
outperform the inter-rater correlation of PANSS assessments. While this implies several potential benefits for automated
monitoring and assessment of schizophrenia symptoms, there are several caveats and areas for improvement to address
in future research. For instance, our results are based on a limited sample size, and measurements of participants at
a single point in time, which can in turn affect the robustness of statistics. Additionally, while correlation analysis
revealed interesting patterns between select biomarkers and symptoms, correlation does not imply causation, and
so we need to unpack and understand these findings in more detail, and explore their robustness, explainability, and
generalizability. Longitudinal studies that track participant biomarkers over time will allow us to better understand and
model time- and symptom-specific variabilities across patients.

7
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