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ABSTRACT
We present an open-source multimodal dialog system equipped with a virtual human avatar interlocutor. The agent, rigged in Blender and developed in Unity with WebGL support, interfaces with the HALEF open-source cloud-based standard-compliant dialog framework. To demonstrate the capabilities of the system, we designed and implemented a conversational job interview scenario where the avatar plays the role of an interviewer and responds to user input in real-time to provide an immersive user experience.

CCS CONCEPTS
• Human-centered computing → Human computer interaction (HCI); • Computing methodologies → Discourse, dialogue and pragmatics;
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1 INTRODUCTION
There has been significant work in the research and development community on the use of avatars, virtual agents and robotic agents to enable a more immersive conversational experience. This effort has led to the development of multiple software platforms and solutions for implementing embodied agents [1, 4, 5, 9, 10]. More recently, there has also been a push towards developing embodied virtual agents that are empathetic [2] and are directed toward specific educational applications such as language learning [6], including the possibility of targeted feedback to participants [3]. Here we demonstrate a fully open-source virtual dialog agent that can serve as a job interviewer for workforce training applications.

2 SYSTEM DESIGN AND IMPLEMENTATION
This section first describes our existing dialog framework. It then explores the creation of a prototypical avatar using Blender\(^1\) and Unity3D\(^2\), and proceeds to describe how such an avatar can be interfaced with the HALEF dialog system for an interview application.

2.1 The HALEF Dialog System
The multimodal HALEF\(^3\) dialog system depicted in Figure 1 leverages different open-source components to form a spoken dialog

---

\(^1\)https://www.blender.org/
\(^2\)https://unity3d.com/
\(^3\)http://halef.org
We modularized the animations into lip movements, head movements, arm and chest movements, and leg movements. In this way, we were able to mix and match the correct animations to play in order to give a naturalistic appearance to the avatar inside of Unity, which has a layering functionality to its animator. To sync the lips with the dialog we used Papagayo studio\(^7\) to insert key frames into our animation actions (clips) in Blender. These key frames manipulate ten different shape keys we made on the model to correspond to ten different phoneme categories. In addition to this, we hand-animated the arms and hands to correspond with the dialog by emphasizing different ideas through motion.

We designed an interview task that instructs callers to act as a job candidate in an interview with a virtual interviewer agent. Please see \([7]\) for a detailed callflow schematic corresponding to this task. As part of the task, the participant clicks a webpage button to start a call with the system and then proceeds to answer the sequence of questions posed by the virtual avatar interviewer.

### 2.3 Interfacing the Avatar with HALEF

In this section we describe the data flow to and from the avatar-based multimodal HALEF system. Callers use a web browser-based interface to call into the system. This web application is written in HTML, CSS, and Javascript. The Media Capture and Streams API\(^5\) enables access to the computer’s audio and video input devices via the web browser. We use WebRTC\(^6\) and Verto, FreeSWITCH’s implementation for signaling, to send video and audio to FreeSWITCH and receive audio back from FreeSWITCH. We deploy an Apache server to host all resources, including the Unity3D WebGL build of the avatar, that the user loads into the browser. When the call comes from the user, HALEF starts the dialog with an audio prompt that flows out of the HALEF system via Asterisk over SIP/RTP to FreeSWITCH. FreeSWITCH then sends the audio to the web browser via WebRTC. The user then gives a response to the system that flows through WebRTC to FreeSWITCH and then through SIP/RTP to Asterisk. During the teleconference, the user’s video and audio interactions are continuously streamed and recorded. We also used a message server implemented in Python to receive commands from the webserver (specified in the VXML code) and forward them to the avatar runtime setup in the user’s browser page. These commands allow us to puppeteer the avatar and trigger different behaviors at specific points in the callflow that blend smoothly with the avatar’s default idling behavior.

### 3 CONCLUSIONS

We have presented an open-source virtual agent that can seamlessly interface with an existing open-source modular cloud-based multimodal dialog system to create immersive interactive experiences.
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