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● As part of the Target ALS Global Natural History study, the Modality.AI 
platform is used to collect digital speech, language, respiratory, facial, 
and limb motor function measures

● Data is collected remotely (at home) using a web-based multimodal 
dialog system for self-guided clinical assessments

● Novel assessment about activities of daily living (ADL) introduced in 
this multi-site, longitudinal study to assess limb motor function

Introduction

Data
● Tina, a virtual guide, walks participants through a structured set of 

speaking exercises and other assessment tasks

● Standard speech tasks include sustained vowel phonation, 
diadochokinesis (DDK), picture description, and reading tasks

● Optional user experience questionnaire is presented after the 
conversation with Tina

● Data collected to date: 87 recording sessions from 19 participants 
within Target ALS Global Natural History study, and 58 sessions from 
57 healthy controls through crowdsourcing platform Prolific

[1] Neumann et al., “Multimodal speech biomarkers for remote monitoring of ALS disease progression”, Computers in Biology and Medicine, vol. 180, September 2024, doi: 10.1016/j.compbiomed.2024.108949.

Clinical Validation

Figure 1. Schematic of the Modality.AI dialogue platform.
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      Metrics

# Participants # Sessions Mean Age (SD) ALSFRS-R* (SD)

pALS 14 (7 female) 75 62.9 (8.5) 32.5 (7.9)

HC 62 (27 female) 70 52.3 (13.6) -

ALL 76 (34 female) 145 59.7 (11.1) -

● The Modality platform 
automatically extracts speech, 
visual, and linguistic features 
in near real-time [1].

● Speech features are extracted 
with Praat and Montreal Forced 
Aligner; Facial features are 
based on MediaPipe Face 
Mesh landmarks; Linguistic 
features are computed using 
SpaCy based on automatic 
transcriptions (Whisper tiny).

● ADL tasks

○ Participants are asked to 
mimic brushing their teeth, 
brushing their hair, and 
washing their face (without 
holding any objects).

○ ADL features are computed 
based on the geometric 
centroid of hand landmarks 
extracted using MediaPipe 
Hands.

Feature Extraction

Table 1. Participant statistics. *ALSFRS-R at participants’ baseline session.

Objective: Evaluate feasibility and clinical utility of digital multimodal 
biomarkers compared to traditional clinical endpoints, such as the ALSFRS-R

Feasibility Analysis

Takeaways

● Non-parametric 
Kruskal-Wallis tests with 
Benjamini-Hochberg 
correction (Q = 0.01) were 
performed for each individual 
feature to determine which of 
them show a statistically 
significant difference between 
cohorts.

● Speech features showed the 
strongest signal for the 
Reading passage and DDK 
task.

● For the ADL Face Washing 
task the cumulative distance 
showed a significant 
difference between cohorts.

● Spearman correlations were 
computed between all 
features and related 
self-reported ALSFRS-R 
outcomes.

● Several facial features showed 
moderate correlations with the 
ALSFRS-R Bulbar and total 
score.

● A number of speech features 
showed moderate correlations 
with the ALSFRS-R speech 
score and partially also with 
the ALSFRS-R Bulbar score.

● For the picture description 
task several linguistic features 
showed moderate correlations 
with the ALSFRS-R speech or 
total score.

● All ADL features showed 
moderate correlations with the 
ALSFRS-R 6 score 
(dressing/hygiene).

● Participants were asked to rate 
different aspects of the 
interaction on a 5-point Likert 
scale.

● The majority of participants of 
the Natural History study rated 
most aspects as “Very 
satisfactory” (5). Figure 2. Results of the UX questionnaire.

Figure 4. Correlation results for facial, speech, and 
linguistic metrics. * indicates p-values below 0.05.

Figure 5. Correlation results for ADL metrics.
* indicates p-values below 0.05.

Figure 3. Effect sizes of statistically significant 
speech, facial, and ADL metrics. Positive effect sizes 
mean larger values for pALS.

1. Multimodal biomarkers distinguish pALS from healthy controls.

2. Facial, speech, and linguistic biomarkers correlate with speech, bulbar 
and total ALSFRS-R scores, consistent with prior results on other datasets.

3. Novel motor measures computed from ADL tasks correlate with 
ALSFRS-R fine motor sub-scores 

Table 1. Overview of the extracted features.


